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A Digital Communication System
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Principal feature of digital over analog 
communication system



Advantages of Digital Transmission
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Disadvantages of Digital 
Transmission
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Significance of Digitization
❖Digitization is the process of 

converting analog signals or 
information of any form into a 
digital format that can be 
understood by computer systems or 
electronic devices

❖The term is used when converting 
information, like text, images or 
voices and sounds into binary code 



Significance of Digitization…..
❖Digitized information is easier to store, 

access and transmit, and digitization is 
used by a number of consumer 
electronics devices

❖One of the most important qualities of 
information in digital form is that by its 
very nature, it is not fixed in the way 
that texts are printed on paper
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Significance of Digitization…..
❖Flexibility is one of the chief assets of 

digital information.
❖It is easy to edit , to reformat, and to 

commit print in a variety of iterations 
without the effort required to produce 
hard copy.

❖Furthermore, we can create an endless 
number of identical copies from a digital 
file, because the file does not decay by 
virtue of copying.



Communication Channel
● A communication channel is used to convey an 

information signal.
● A channel has a certain capacity for transmitting

 information, often measured by its bandwidth in Hz or its data rate in bits per 
second.

● Mathematical models of the channel can be made to describe how the input 
(the transmitted signal)  is mapped to output (the received signal).



Significance of AWGN
AWGN-                      Additive White Gaussian Noise



Probability Theory
-Probability theory provides mathematical rules for assigning probabilities to 
outcome of random experiment e.g. Coin tossing, packet arrival, noise 
voltage
-Probability theory is applied to situations where uncertainty exists
-Engineers apply the theories of Probability and Random Processes to those 
repeating situations in nature where

 1. We can roughly predict what may happen
 2. We cannot exactly determine what may happen

-Whenever we cannot exactly predict an occurrence, we say that such an
occurrence is random

 



Why study Probability Theory 
in Digital Communication?
● The main objective of a communication system is the transfer of 

information over a channel
● All useful message signal appear random, i.e. the receiver does not  

know, a prior, which of the possible message waveform will be 
transmitted.

● Also nature of noise is random, that arises due to electrical signals
● Randomness affects the performance of communication System.
● When message signal is transmitted through a channel 

(wired/wireless)  it gets corrupted by noise.
● To recover the message signal, we use probability theory for 

estimation



● Symbols transmitter randomly
● Transmit average power
● Probability of Bit error 



Important definitions in 
Probability
● Random Experiment
   An experiment is called as random experiment if the outcome of the  
experiment cannot be predicted precisely

● Sample Space
The sample space S is defined as a collection of all possible, separately 

identified outcomes of  a random experiment.
E.g. 1. sample space of tossing a coin

            {H,T}
        2. Rolling a die
            {1,2,3,4,5,6}



Example: M-ary PAM
  Let M= 4 i.e. there are four symbols
 
 
 
 
 Sample Space S={-3α.-α,α,+3α}



Important definitions in 
Probability
●  Event:- Event  is defined as a subset of sample space or outcomes meeting 

some specification

 E.g. A={-3α.α}  i.e. A ∁ S

❖ Complement of an event
❖ Union of an Event A U B
❖ Intersection of Event A  ∩ B
❖ Null Event = Φ
❖ Mutually Exclusive Event i.e. A  ∩ B = Φ
❖ Mutually Independent Event



 P(A ∪B)=P(A)+P(B)-P(A∩B)
  E.g. S={-3α.-α,α,+3α} with probabilities {1/8.1/8,1/4,1/2}
  P(S)=?
 A={-3α.α,}
 P(A)=?
 B={α.3α,}
 P(B)=?
 (A ∪B)={-3α.α,}∪{α.3α,}={-3α.-α,+3α}
 P(A∪B)=?
 (A ∩B)={-3α.α,}∩{α.3α,}={α}
 P(A∩B)=?
 Hence proved
 

 

 

 



Definition of Probability
  



Definition of Probability
  



Joint Probability of related and 
Independent Events (Bayes' Theorem)
  



  



Statistical Independence
  



Random variables
•A random variable may be

❑ Discrete

❑ Continuous

•Cumulative Distribution Function (CDF)

•Probability Density Function (PDF)



Average Value of a Random variable
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Variance of a random variable



Variance of a random variable





Central Limit Theorem

It indicates that the probability density of a sum on N 
independent random variable tends to approach a 
Gaussian density as the number N increases.
The mean and variance of the Gaussian density are 
respectively the sum of the means and the sum of the 
variances of the N-independent random variable. The 
theorem applies even when (with a few special 
exceptions) the individual random variables are not 
Gaussian. In addition, the theorem applies in certain 
special cases when the individual random variables 
are not independent.



What is a probability distribution?

random variable is a variable whose value is the outcome of a random event.

A probability distribution is a list of all of the possible 
outcomes of a random variable along with their 
corresponding probability values.
**Probability Mass Function
**Probability Density Function



 Various PDFs
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Rayleigh Distribution

 S N Vaidya -DMCE



Rician Distribution
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